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Abstract: Finding the optical properties of tissue is essential for various biomedical diagnos-
tic/therapeutic applications such as monitoring of blood oxygenation, tissue metabolism, skin
imaging, photodynamic therapy, low-level laser therapy, and photo-thermal therapy. Hence, the
research for more accurate and versatile optical properties estimation techniques has always been
a primary interest of researchers, especially in the field of bioimaging and bio-optics. In the past,
most of the prediction methods were based on physics-based models such as the pronounced
diffusion approximation method. In more recent years, with the advancement and growing
popularity of machine learning techniques, most of the prediction methods are data-driven. While
both methods have been proven to be useful, each of them suffers from several shortcomings that
could be complemented by their counterparts. Thus, there is a need to bring the two domains
together to obtain superior prediction accuracy and generalizability. In this work, we proposed a
physics-guided neural network (PGNN) for tissue optical properties regression which integrates
physics prior and constraint into the artificial neural network (ANN) model. With this method, we
have demonstrated superior generalizability of PGNN compared to its pure ANN counterpart. The
prediction accuracy and generalizability of the network were evaluated on single-layered tissue
samples simulated with Monte Carlo simulation. Two different test datasets, the in-domain test
dataset and out-domain dataset were used to evaluate in-domain generalizability and out-domain
generalizability, respectively. The physics-guided neural network (PGNN) showed superior
generalizability for both in-domain and out-domain prediction compared to pure ANN.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

The optical properties of tissue are important for both diagnostic and therapeutic applications
of light [1]. From the diagnostic perspective, the optical properties affect the reflectance or
transmittance of light that could be utilized for diagnostic purposes such as monitoring blood
oxygenation, monitoring tissue metabolism, skin imaging, and tracking of particles in the tissue
[2,3]. From the therapeutic perspective, the energy deposition of light in the tissue is the key
for effective treatment strategies, such as photodynamic therapy, photo-thermal therapy, and
low-level laser therapy [4,5]. For those therapeutic applications, accurate optical properties
are required for effective and safe pre-treatment planning [6]. Hence, the research for a more
accurate optical parameter estimation method has always been a primary interest of researchers.
However, tissue optical properties measurement is difficult due to the intrinsically coupled nature
of scattering and absorption [7]. The light transport in biological tissue is mainly characterized by
scattering and absorption. Scattering being the dominant transport process, the light propagation
profile in biological tissue can be characterized by the reduced scattering coefficient (u;) and
the absorption coefficient (u,). Due to the importance of these properties in characterizing the
light propagation profile in the tissue, numerous methods for estimating u and y, have been
proposed. Commonly, there are two approaches to estimate these properties: 1) estimate optical
properties by minimizing the difference between the measured spectra and data produced by a
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forward model of light transport in tissue [8—10], 2) using an inverse model which is able to
directly regress the optical properties after obtaining measured spectra [11-17].

The first method has been extensively researched in the past. This direction of research often
involves modelling the forward model of light propagation of tissue and subsequent properties
estimation by minimizing the measured signal and the model output. Common forward models
such as diffusion approximation (DA) and Monte Carlo (MC) simulation are often deployed to
estimate optical properties from the diffused reflectance/transmittance spectra obtained at the
tissue boundary [9,10,18,19]. While Monte Carlo simulation is considered the gold standard
for simulating light transport for a given set of optical properties [20-23], it is computationally
expensive, and a long computation time is needed for reducing statistical noise. Hence, direct
deployment of the Monte Carlo model for properties estimation is often considered to be
impractical. The diffusion approximation on the other hand is more computationally tractable. It
approximates light transport when the reduced scattering coefficient (u;) is much larger than the
absorption coefficient (u,). Under this condition, scattering is the dominant transport process.
Interestingly, multiple directional scattering steps can be mimicked as an isotropic scattering
process and the underlying radiation transport equation (RTE) can be reduced to a simpler
diffusion equation (DE) [24]. However, even when u; > pu,, the diffusion theory is inaccurate
near the light source, which could be a source of error for optical parameter estimations [25].

The second method, which directly models the inverse relationship between the measured
signal (usually at the tissue boundary, for non-invasive measurements) has recently gained more
popularity, mostly by using the machine learning method. The analytical solution of the forward
model is difficult to obtain, let alone inverting the whole model analytically. Hence, most of
the inverse models are data-driven models, spanning across the determination of the empirical
equations [26] to the usage of more advanced algorithms such as random forest regressions [13],
multi-layer perceptron neural network (MLP) or artificial neural network (ANN) [7,15-17], and
convolutional neural network (CNN) [12,14]. These models are often trained in a supervised
manner where a set of labelled training data will be used to train a model which maps the labelled
input to the output by minimizing some cost function. The surrogate models, especially for
those with highly complex model architecture such as MLP and CNN are often called ‘black
box models.” They consist of large numbers of model parameters and the relationship between
the parameters is highly complex hence not interpretable to humans. Although it is a relatively
convenient way to model the inverse model, one of the major limitations of this black box model
is the lack of consistency of its predictions concerning known laws of physics [27]. In the context
of tissue optical properties estimation, it is totally possible for a model to predict negative values.
Also, these black box models often show poor our-domain generalizability.

Physics-guided neural network (PGNN) has been shown to be an effective approach to
incorporate the physics knowledge into the neural network [27-32]. The physics knowledge
can be incorporated into the network by either incorporating physics-based models’ results as
additional input features [27,28,30] or by incorporating physics-based loss function to constrain
the training process [27,29]. It was shown that the resulting network shows superior prediction
performance and better physical consistency compared to the conventional machine learning
models.

In this work, three Physics-Guided Neural Networks are proposed to improve the estimation
accuracy of tissues’ optical properties. The proposed networks are multi-layer perceptron
networks with four hidden layers which take diffuse reflectance as inputs and estimate the p}, (.
Diffuse reflectance is defined as the scattered light emitted from the tissue surface upon irradiated
by a pencil light source, as shown in Fig. 1(a). The proposed method measures the diffuse
reflectance at different radial locations on the tissue surface and is able to measure the optical
properties non-invasively. Inspired by the PGNN concept [27], the networks also take diffusion
approximation results as additional inputs and physics-based loss is introduced in the training
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process to regularize the networks for better physical consistency. The train and test datasets are
obtained by Monte-Carlo simulation performed using the open-source Pyxopto library in Python
[33]. The dataset is set to be matched boundary, single layer slabs where the optical properties
fulfil the diffusion approximation criteria (u; > ). This is the first work that adopted the idea
of PGNN into the field of tissue optical properties estimation. We demonstrate that PGNN shows
significant improvement in the estimation generalizability and the incorporation of physics-based
loss enhanced the physical consistency of the neural network.

Pencil Diffuse
(a) Beam reflectance

(c) @
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o Original Source
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Detector

Fig. 1. (a) The schematic of diffuse reflectance measurement at different radial locations
upon pencil light beam excitation. (b) The simulation setup for dataset generation using
Monte-Carlo simulation. The simulation geometry was set to fulfill the refractive-index-
matched-boundary case where the ambient medium (water) and the tissue have the same
refractive index. (c) Conversion of single-slab tissue diffuse reflectance measurement to
diffuse reflectance measurement using diffusion approximation theory.

2. Methods

2.1. Dataset preparation

For the training of the network, we need to have data sets with different optical properties and the
corresponding diffuse reflectance. Since experimental data is not available at the moment, we
used numerical simulations to generate the data set. In these simulations, the geometry of tissues
was restricted to single layer slabs with infinite width. Moreover, the tissues were restricted to
have a constant refractive index and were assumed to fulfill the condition that the non-scattering
ambient medium and the scattering medium have the same refractive index n = 1.33, as shown in
Fig. 1(b). The light source was set to be an infinitely narrow pencil beam and normally incident
on the single-layer slabs. This setting ensured all the simulation samples fulfilled the conditions
for matched boundary diffusion approximation described in [25], and their optical properties
could subsequently be estimated using the derived diffuse reflectance equation described in [25].
Diffuse reflectance at 20 different locations which lied between 0 mm to 10 mm away from the
light source along the radial axis were recorded.

Two datasets, the in-domain dataset and the out-domain dataset were created using Monte
Carlo simulation. For the in-domain dataset, the reduced scattering u, was varied from 5-60
cm™! while p, was varied from 0.01-0.5 cm™!. These values were chosen because they fulfill
the diffusion approximation condition and were commonly found in tissues [26]. 50000 runs
of Monte Carlo simulation were performed to generate the in-domain dataset where the optical
properties for each run were randomly sampled from the domain of interest. For each run, 1
million photons were simulated to ensure low statistical noise. The Monte Carlo simulations were
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performed using open source Pyxopto Python library [33]. The GPU-accelerated simulations
provided by Pyxopto greatly accelerated the sample preparation process. Running on NVIDIA
GeForce GTX 1650, it took around 5 hours to complete all 50000 Monte Carlo simulations. For
the out-domain dataset, the reduced scattering u/ was varied from 70-90 cm~! while y, was
varied from 0.25 — 0.8 cm™!. 2000 runs of Monte Carlo simulations were used to generate the
out-domain dataset and the procedures were the same as the one described for the in-domain
dataset.

The in-domain dataset was split into training and test set with a ratio of 80:20, and the training
set was further split into training set and validation set with a ratio of 80:20. Block split strategy
was used for both splitting process and the rationale of this will be discussed in section 2.4. The
out-domain dataset was an additional test set which accounts for the networks’ capabilities to
generalize their performance beyond sampling locations.

2.2. Estimation of optical properties by diffusion approximation

The physics-based results of the tissue optical properties were estimated by minimizing the
diffusion approximation equation described in [25]. As described in [25], the diffuse reflectance
from a matched-boundary semi-infinite scattering medium in response to an infinitely narrow
pencil beam illumination can be calculated by the formula:

"Z'(1 + perp1)exp(—peg 1) N a’(z" +4D)(1 + pefp2)exp(—pegp2)

a
Ru(r) =
a(r) 47rp? 47rpg

ey

where, a’ = s > is the transport albedo, uep = | /% is the effective attenuation coefficient

o
of the light IIlll reﬂsponse to an infinitely narrow beam illumination in an infinite homogenous
scattering medium, D = S + ) is the diffusion coefficient, 7’ =[] = T ]#, is the transport mean
free path, p; is the distance between the observation point (r, 0, 0) and the original source point
(0,0,z”) and p is the distance between the observation point (7, 0, 0) and the image source point
(0,0, —z" — 4D). The illustration of the original source point and observation point are shown in
Fig. 1(c).

As shown in Fig. 1(c), the diffuse reflectance can be approximated by diffusion approximation
through several conversions. The unit-power pencil beam was converted to an equivalent isotropic
point source (original source) with power equal to transport albedo a’ at z = [;. Moreover, an
additional image source (mirror-symmetric with the original point source) was added above
the surface at z = (=[] + 2z). Also, the scattering coefficient of the medium was converted
to u; = (1 — g)us, while the light was thought to scatter isotropically in the medium with the
converted y;. This conversion allowed us to easily evaluate the diffuse reflectance of the tissue
upon stimulated by a unit power pencil beam by applying Eq. (1) which is derived based on these
conversions [25].

In short, Eq. (1) is derived from the principle of diffusion approximation when an infinitely
narrow photon beam incident normally on a semi-infinite scattering medium. It takes 1, p
and radial distance r as inputs and produces the relative diffuse reflectance measured at that
radial distance. The optical properties can be estimated by minimizing the difference between
the diffuse reflectance in Monte Carlo simulation and the diffuse reflectance obtained through
Eq. (1). In principle, the more accurate the estimated optical properties are, the smaller the
difference between the reflectance obtained through the two different methods (MC and diffusion
approximation).

In this work, the optimization was performed by minimizing the mean squared log error
(MSLE) between the diffuse approximation reflectance and Monte Carlo reflectance. MSLE is
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defined as follow:

1 n
— D (0g(Ruc + 1)~ log(Rpa + 1)) * @
i=1

The rationale for choosing MSLE instead of the more commonly used mean absolute error
(MAE) or mean squared error (MSE) was to avoid the relatively large reflectance near the
light source to saturate the function value. In this context, MSLE worked more desirably as it
measured the relative error between the two signals as shown in Eq. (3) and hence gave more
equal weightage to all reflectance measured.

1 - Ry + 1 2
Z lo 3
n ; ( g Rps +1 3)
The minimization was performed using the differential evolution algorithm provided by
the open-source Python library Scipy. Differential evolution was chosen as the minimization
algorithm due to two reasons: 1) Differential evolution has exhibited good performance in a
variety of optimization problems and does not make any assumption about the problems to be

optimized, 2) Differential evolution is a global optimizer which could help reduce the risk of
getting into poor local minima despite global convergence is not always guaranteed [34,35].

2.3. PGNN implementation and physics-based Loss

As one of the aims of this work is to incorporate the physics prior which is obtained through
diffusion approximation into the neural network, three PGNN networks inspired by [27] were
adopted to achieve this objective. The pure artificial neural network (ANN) which takes no
DA inputs was set as the baseline model. The detailed architecture of the ANN will be further
discussed in section 2.4. Having the pure ANN as the model backbone, three variants of PGNN
proposed are shown in Fig. 2.

Model D1 is a hybrid-physics-data model which takes the DA inputs as additional input
features. As there is discrepancy in DA-based diffuse reflectance compared to the MC-based
diffuse reflectance [25] which could lead to estimation error, it was envisioned that this error
could be complemented by the data-driven optimization. On the other hand, it was envisioned
that the incorporation of DA-based diffuse reflectance could help improve the model’s physical
consistency. The second model, Model D2 is called as “Residual Model” [27]. Instead of
modelling the optical properties directly, the neural network models the residuals of the results
obtained from diffusion approximation. The third model, model D3 can be seen as a combination
of model D1 and D2. It models the residuals of the diffusion approximation similar to D2,
however with the diffusion approximation results cascaded as additional input features similar to
DI.

In addition, the physics-based loss was incorporated as part of the training loss to incorporate
domain knowledge into the neural networks’ training process. Specifically, as the optical
properties are always positive values, a simple RELU function was implemented to penalize
negative estimations as these predictions violate the strictly positive nature of tissue optical
properties. The physics-based loss is shown as follow:

4 1 ’
Losspry(Hy: Ha) = E(RELU(—,UX) + ReLU(—ta)) )
where, ReLU function is simply:

x, if x>0
ReLU(x) = )
0, ifx<0
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Fig. 2. Schematic of the physics guided neural networks. ANN network is a conventional
neural network which takes Monte-Carlo diffuse reflectance as input to estimate the optical
properties. Model D1, D2, D3 are variants of the pure ANN to incorporate optical properties
estimated using the diffusion approximation. Model D1 takes the DA-estimated optical
properties as additional inputs. Model D2 adds the DA-estimated optical properties to the
output regressed by ANN to give final outputs. Model D3 is a combination of D1 and D2.

As shown in Eq. (4), the negative signs in the ReLU function invert the sign of the predictions
such that only negative values will have non-zero values and hence being penalized.

2.4. Baseline model and experimental design

In this study, three preliminary experiments were performed to respectively determine the optimal
number of hidden layers, the optimal block-splitting strategy for the dataset split, and the optimal
hyperparameter for physics-based training loss. Subsequently, two experiments were performed to
respectively evaluate the effect of incorporating diffusion approximation results into the network
and the effect of incorporating physics loss in the training process. To ensure result consistency
and interpretability, the hyperparameters for all five experiments were kept same and were listed
in Table 1.

As described in section 2.3, the pure ANN was set to be the baseline model of this study
and three PGNN variants were evaluated compared to this baseline model. All four networks
would adopt the same backbone structure. Hence, it was important to design a good baseline
model ANN. As the problem domain in this study was relatively small and the number of training
samples was only around 50000, the ANN was set to be a small neural network to avoid overfitting.
To determine the optimal network architecture, a preliminary experiment was performed by
setting the number of nodes in each hidden layer to 10 and varying the depth of the hidden layer
from 3-7. At this stage, the networks were trained with the in-domain dataset split by 0.125
block spacing. For all five model architectures with different depths of hidden layers, the total
parameters were kept below 1000. Each model architecture was run 5 times to account for the
stochastic nature of neural network optimizations. The ANN with 4 hidden layers was found
to be the most optimal one in terms of in-domain performance and out-domain generalizability
(See Fig. S1 in the Supplement 1) and hence was chosen as the baseline model.

Next, we performed another preliminary experiment to determine the optimal block split for
our in-domain dataset. The block-splitting strategy was performed to avoid data leakage between
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Table 1. The training hyperparameters for all experiments in this study.

Hyperparameters
Input Normalization Min-max normalization
Output Normalization Min-max normalization
Activation Function Leaky ReLU
Optimizer AdamW
Learning Rate 0.0001
Weight Decay 0.0001
Empirical Loss Function Mean Squared Error (MSE)
Early Stopping Early stopping was triggered after validation MSE was not
reducing for 50 consecutive runs.
Max Epoch 250
Batch Size 128 (Random mini-batch)

the train, validation, and test data set. As the sampling frequency was dense relative to the
sampling domain, uniform splitting as shown in Fig. 3(a) would lead to serious data leakage.
More precisely, the train and test dataset would be highly correlated and would lead to highly
optimistic evaluations of predictive power [36,37]. This would mask overfitting as superior
results would be obtained for the test set due to the correlation between the train and the test
set. The most direct consequence of this flaw was the inability of the trained networks to predict
inputs originating beyond the initial dataset. To avoid this, a block-splitting strategy across the
in-domain dataset was applied. Splitting strategies with different block spacing (0.025, 0.05,
0.075, 0.1, 0.125, 0.15, 0.175, 0.2, as shown in Fig. S2 in the Supplement 1) relative to the
normalized parameter range, where each parameter was normalized using min-max normalization
with respect to its maximum and minimum values, were evaluated. The splitting was done in
the normalized parameters domains instead of the real parameter domains as the y, and u; had
different scales in magnitudes, in which each parameter would have different contributions to
the spatial distance and would result in non-optimal splitting. Each strategy was evaluated by
training a 4-hidden-layer neural network 5 times and subsequently in-domain and out-domain
test set performance were evaluated (as shown in Fig. S3 in the Supplement 1). The spatial split
strategy with 0.05 spacing, as shown in Fig. 3(b) was chosen as it yielded the best performance
for both in-domain and out-domain test sets.

With the baseline model and data splitting strategy determined, two experiments were conducted
to evaluate if the incorporation of domain knowledge could help improve model performance
and generalizability. The first experiment was designed to evaluate the effect of incorporating the
physics prior without integrating the physics-based loss. In this experiment, all four network
architectures including pure ANN and PGNNs were trained solely with the empirical loss — Mean
Squared Loss (MSE). Each architecture was trained 30 times to account for the stochastic nature
of training neural network and the mean and standard deviation of the performance metrics
across 30 runs were reported [38]. In the second experiment, the effect of physics-based loss was
evaluated. The training loss for this experiment was replaced with Eq. (6) with hyperparameter
A = 0.7 (a preliminary experiment was performed to determine the optimal hyperparameter, as
shown in Fig. S4 in the Supplement 1). The training protocol was the same as the first experiment.
For both experiments, the hyperparameters were set as shown in Table 1.

Loss = A Lossgmp + (1 — A) Losspry

=

(©)

Loss =

¥ Z A0 =5 + (1= D3(ReLU(~p) + ReLU(=1a))
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(a) Uniform Random Split (b) Spatial Split (Spacing = 0.05)
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Fig. 3. (a) Uniform random split would lead to significant data leakage between the train,
validate and test data set. This made the test set evaluation to be inappropriate as the spatially
correlated data would lead to an overly optimistic interpretation. (b) The final spatial block
split for the overall dataset. This set of train, validation and test data were used across all
experiments in this work. The optical parameters y, and p; were normalized using min-max
normalization with respect to their respective minimum and maximum values.

It is worth mentioning that the stochasticity of the experiments came from the random weight
initialization and the random mini-batch optimization process. Also, all the neural networks in
both preliminary and real experiments were trained using the Pytorch library (version 1.13.0)
on an NVIDIA GeForce GTX 1650 GPU. It took around 10 minutes to complete one round of
training and evaluation.

2.5. Evaluation Metrics

The evaluation of the networks was done by evaluating metrics as shown below on both the
in-domain dataset and the out-domain dataset. While the in-domain dataset showed the network
prediction performance, the out-domain dataset showed the generalizability of the network.

M, M, mean relative error: The mean relative error of the respective parameter was evaluated
by taking the average of the relative error across the whole test set. This metric was chosen
instead of RMSE as it gave an unbiased relative error metric across data of all ranges while in
RMSE, the high relative error of small predictions would be masked.

M, p, number of negative values predicted: This metric accounted for the networks’ physical
inconsistency. As the optical properties should only be positive values, negative values that
predicted by the networks were to be seen as violation of underlying physics law.

3. Result and discussion
3.1. Optical properties estimation using diffusion approximation

Due to the selection of the data domain which adheres to the diffusion approximation (DA)
conditions, a reasonably acceptable result was obtained using the DA minimization method,
especially for the prediction of y;. Evaluated on the whole dataset, the average relative error
for p; was 4.09% while for u, was 9.55%. For u}, the maximum relative error was around
20% and happened in the range of 10-20 cm~! as shown in Fig. 4(a) and Fig. S6(a) (in the
Supplement 1). However, the method did not perform equivalently well in predicting p,. The
maximum relative error in u, was around 350% (as shown in Fig. S6(b) in the Supplement 1)
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which occurred at small values of y,. This was reasonably expected as a small deviation resulted
in a huge relative error for small value ground truths. For large values u, ground truth, the
deviation spread was huge as shown in Fig. 4(b), showing that diffusion approximation was not
able to accurately predict u, and there was room for using data-driven method to complement
the diffusion approximation method. To enable fair comparison for subsequent neural network
performance evaluation, the test set data with 0.05 block spacing were isolated and evaluated. As
the test set was a good representation of the whole data domain, the performance metrics were
similar to the ones evaluated using the whole dataset. The DA method had an average relative
error of 4.75% and 8.98% for y and p,, respectively tested on the in-domain test set.

60
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Fig. 4. (a) Prediction of y obtained through diffusion approximation minimization versus
the ground truth. (b) Prediction of y, obtained through diffusion approximation minimization
versus the ground truth. The 45-degree yellow line corresponds to perfect prediction.

It is also important to note that the source of prediction error was due to the reflectance
deviation between the diffusion approximation model and the Monte Carlo simulation model. It
was found that the DA signals evaluated with the minimized results had smaller deviations from
the MC signals compared to DA signals evaluated with ground truth properties. This indicates
that the minimization algorithm performed reasonably well, and the source of error indeed came
from the deviation between DA and MC modelling of diffuse reflectance. Note that, the Diffusion
Approximation method has an inherent limitation, displaying low accuracy at locations where
the distance from the light source is shorter than one transport mean free path (/7). The transport
mean free path is defined as: /] = ;%, = m Hence, the reflectance at the first few radial
locations (0-1.5 mm) were omitted in the optimization process. However, those locations contain
rich information as they consist of strong signal response hence removal of these reflectance led
to the reduced prediction accuracy of the DA model.

Hence, we propose that the data-driven prediction method could complement DA model by
correcting two of its main limitations: 1) Data-driven model can leverage on near light source
reflectance to yield superior properties differentiability; 2) Data-driven model can leverage on
ground truth training samples to alleviate reflectance deviations between different models.

3.2. Effects of incorporating physics prior to ANN

Figure 5 shows the neural networks’ prediction performance over 30 different runs. The x-axis
corresponds to the baseline neural network and its physics-guided variants as explained in section
2.3, while the y-axis shows the relative error of the network prediction for the respective parameter.
Note that the midpoint numbers and the error bars represent the mean standard deviation of the
whole test set’s relative error across 30 runs. In other words, each neural network outputs a
total mean relative error for both optical properties, by averaging across the whole test dataset,
and Fig. 5 corresponds to the mean and standard deviation of this total mean relative error
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across 30 different trained networks, not the mean and standard deviation of relative error of the
optical properties across the test dataset evaluated in one realization of a trained network. It is
also important to note that the DA method, where performance for respective parameters was
shown as green triangular marker in Fig. 5, was a deterministic method. Hence, it only had one
deterministic value for the performance of respective parameter.
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Fig. 5. The mean relative errors between predicted properties and the ground truths. Top
row (a,c) corresponds to the mean relative error of u} for both in-domain and out-domain
data. Bottow row (b,d) corresponds to the mean relative error of y, for both in-domain and
out-domain data. The midpoint numbers and error bars correspond to mean and standard
deviation of relative errors for each specified model. In all figures, the green markers and
lines correspond to the relative error of DA method.

As shown in Fig. 5, the neural networks showed superior performance for in-domain data
compared to the diffusion approximation method, even for the pure ANN which was driven
solely by empirical data. When only considering the in-domain data, the ANN reduced the mean
prediction error by 66.38% in u and 34.07% in u, as compared to the DA method. However, it
was noticeable that the pure ANN had large performance variance across the 30 different runs,
which might result in inconsistent prediction accuracies when trained using different weight
initialization. Moreover, the pure ANN showed low prediction accuracy when evaluating the
out-domain data, showing poorer performance than the ANN by having almost 2 times and
3 times more error compared to DA method in ) and y,, respectively. This indicates low
generalizability of the network towards out-domain data. The incorporation of DA prior as a part
of the network architecture had shown to be beneficial for both the prediction of in-domain and
out-domain data. Specifically, all three PGNN variants were shown to reduce the performance
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variability for both in-domain and out-domain predictions. This shows that the incorporation of
physics information was beneficial as it provided a more uniform training result regardless of
the choice of weight initialization. More importantly, all three PGNN variants were shown to
increase the out-domain generalizability of the network. Quantitatively, the PGNN models D1,
D2 and D3 reduced the prediction error by 32.28%, 76.99%, 48.26% in u and 50.54%, 83.19%,
62.21% in y,, respectively when comparing to the ANN. Although all three networks were
shown to improve the network performance, it was interesting that different networks showed
reasonably distinct performance, which posed a further question on which PGNN variant should
be considered as the best network candidate in the scope of this research study.

In this experiment, the model D2 seemed to be the best PGNN variant in predicting the
optical properties. It was the only neural network that showed superior performance compared
to diffusion approximation in all four scenarios (2 properties and 2 sets of test data). While it
had comparatively similar results compared with the other variants in predicting in-domain data,
it showed much better accuracy in predicting out-domain data. Interestingly, it did not utilize
physics prior as additional input for the neural network. It is a residual modelling strategy that
capture the residual in the physics-based model, instead of estimating the complete functional
mapping from input to output [27]. This might indicate a couple of things: 1) Modelling
the systematic bias of the diffusion approximation is easier than modelling the whole inverse
mapping, 2) Model D3 as a fusion of model D1 and D2 did not show superiority for out-domain
generalizability. This might be because of the increased variance due to the incorporation of
physics prior as an input driver compared to model D2, which leads to better in-domain prediction
but worse out-domain generalizability.

More interestingly, as shown in Fig. 6, the incorporation of physics prior significantly reduced
the physical inconsistency of the neural network predictions. Across 10,000 in-domain test set
predictions, on average, only less than 5 predictions resulted in negative values for all PGNN
networks while the pure ANN had significantly more negative predictions. Note that the neural
networks at this stage were trained solely with empirical loss function MSE. Hence, it was
fascinating to see how the incorporation of physics prior could help the network to give better
physical consistency.
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Fig. 6. The number of negative values predicted by each neural network variant across 30
runs. The numbers represent the mean while the error bar represents the standard deviation.
Note that the numbers correspond to the occurrence of negative predictions across 10,000
in-domain predictions and 2,000 out-domain predictions. In all figures, the green markers
and lines correspond to the number of negative predictions made by DA method.
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3.3. Effects of incorporating physics loss into training process

By incorporating physics prior, we were able to boost neural network performance and generaliz-
ability, however, the effect of incorporating physics knowledge through introducing physics-based
loss function had not yet been evaluated. As explained in section 2.3, a ReLU-based loss function
was introduced as our physics-based loss function to penalize negative predictions which were
treated as physical inconsistency. In this second experiment, all the ANN and PGNN variants
were trained according to the loss function Eq. (6) with hyperparameter A equals 0.7. As shown
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Fig. 7. The prediction performance of the neural network across 30 runs. The annotated
numbers are the mean while error bars are the standard deviation of respective metrics.
The green lines (with square markers) correspond to the prediction performance of neural
networks trained with physics-incorporated loss function. The lines with other colours (with
round markers) are prediction performance of neural networks trained solely with empirical
loss function MSE. (a,d) The mean relative error for y for both in-domain and out-domain
data. (b,e) The mean relative error for y, for both in-domain and out-domain data. (c,f) The
number of negative predictions predicted by different network variants tested on in-domain
and out-domain data, respectively.
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in Fig. 7, there was no substantial improvement in the prediction accuracy, in fact in some cases,
even deterioration of performance was observed. This might be because the number of negative
values predicted initially without physics- based loss was already relatively less, hence penalizing
the negative predictions did not a yield perceivable boost in performance. On the other hand,
having A = 0.7 decreased the penalizing effect of MSE compared to the loss function without
physics-based loss, this reduced the training speed of the network, and hence more iterations
were needed to yield the same performance as the counterparts without physics-based loss.
However, as the maximum iteration was set to be 250, this might prematurely truncate the training
process of neural networks which were trained with physics-based loss. Nonetheless, as shown
in Fig. 7(c), physics-based loss indeed enforced the networks to have lesser negative predictions
which made them more physically consistent, justifying the usefulness of ReLU function in
enhancing neural network physical consistency in the context of optical properties estimation.

4. Conclusion and future works

In this work, we adopted the idea of physics guided neural network in the field of tissue optical
properties estimation. Specifically, we adopted the three PGNN variant models described in
[27] to incorporate diffusion approximation results as prior into the artificial neural network
architecture. Moreover, a physics-based loss which relied on ReLU function to penalize negative
predictions was introduced to enhance the physical consistency of the networks. The PGNN
networks had shown to give better prediction performance for in-domain data compared to the
diffusion approximation method and much better generalizability for out-domain data compared
to pure ANN. Moreover, it was also shown to have better physical consistency whereas lesser
negative predictions were obtained compared to its ANN counterpart. These benefits came with
negligible computational cost as the training of both ANN and PGNN took around the same
10 minutes and the evaluation of one sample could be done in milliseconds. This work could
easily be extended to more complicated cases of tissue optical parameter estimations such as
extending it to mismatched boundary single-layered tissue samples. However, we also note that
the extendibility of this strategy is dependent on the currently available solvable physics model.
While it might be possible to extend this strategy to slightly more complex geometry such as
multi-layered slab geometry [39], it is not infinitely extensible to arbitrary complex geometries
such as multi-organ mouse model [40] due to the lack of underlying solvable physics model.
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